Psychology 9548B. Advanced Latent Variable Models (Winter 2020)

COURSE OUTLINE

Instructor: Paul F. Tremblay, Ph.D.
email: ptrembla@uwo.ca
phone (office): 519 661-2111 ext 85644
office: SSC 6336
office hours: by appointment

Lectures: Tuesdays 1:30 – 4:30 (starting January 7) Rm SSC 7405/7409

I. COURSE DESCRIPTION

This course is a continuation of the PSY9555 Structural Equation Modeling course with a more in-depth investigation of latent variables from several perspectives. The first topic is the analysis of dichotomous and ordinal item responses focusing mainly on Item Response Theory (IRT) of ability/performance/achievement and the common self-report measures using rating scales. IRT provides a number of benefits over the classical test theory approach to measurement and test construction. For example, in IRT, measurement error and reliability can be quantified and assessed at different levels of the scale. IRT provides a flexible way to identify and select items that will discriminate well at various levels of the dimension. IRT also provides techniques to investigate differential item functioning to assess item bias across groups, and it goes hand in hand with computer adaptive testing.

The second topic, Mixture Modeling, deals with categorical latent variables that explain population heterogeneity. Mixtures are essentially subpopulations (e.g., different typologies of people) that can be uncovered from patterns of responses to a set of variables. We will investigate (1) latent profile/class analysis, growth mixture modeling, and factor mixture models.

Additional topics include Network Analysis (an alternative way of modeling “causal” relations between variables), an investigation of the meaning and partitioning of the variance in Bi-Factor Models, and an introduction to Generalizability Theory (another approach to help us understand how to isolate different sources of variance in item responses).

By the end of this course, students will (1) have developed a solid conceptual understanding of the latent variable in all its structures (2) be able to design a study that uses any of the modeling methods in the course (3) be able to use software for these modeling methods, and (4) have developed in-depth expertise with one of these methods by having conducted a demonstration study.

Students need to have completed the Structural Equation Modeling (PSY9555) course prior to enrolling in this course.
II. COURSE READINGS

Key articles are listed in the lecture schedule (section V) below. These will be available in the course OWL site.

III. METHOD OF EVALUATION

**Manuscript for publication. (70%)** Students will have the opportunity to take the lead on a simulation/demonstration study and manuscript in a style not unlike the APA journal *Psychological Methods*. As described in that journal, the articles include “original theoretical, quantitative, empirical, and methodological articles, reviews of important methodological issues, tutorials, articles illustrating innovative applications of new procedures to psychological problems and articles on the teaching of quantitative methods.” Ultimately by the end of the course, your manuscript will be ready or nearing completion for submission in a journal.

Your manuscript should include a demonstration component, either in the form of simulated data or using existing data but for the purpose of a demonstration or tutorial on a specific modeling method.

A list of topics related to the course will be presented in the first lecture, along with sample articles that we could use as a blueprint. Alternative topics are welcome as long as they are related to the topics in the course, follow the objectives for the manuscript listed above, and are approved by me.

You will be required to submit a **weekly cumulative draft** of your manuscript with a brief statement of your progress beginning in the second week and continuing for ten consecutive weeks. I will provide a rubric and suggested week-by-week plan and milestones to make the process more feasible. I will grade your progress on a weekly basis and provide guidance and assistance at all stages. Half of your grade of the paper will come from your weekly progress (35 points), and the other half (35 points) from the final product. It is expected that by the end of the course, you will have a solid draft ready to submit or that would require minimal work before submission to a journal.

The final manuscript should be **8,000 to 12,000 words**, not counting references or tables. In Times Roman 12, this is about 28 to 42 double-spaced pages, typical of the length of this type of article.

**Authorship.** The expectation is for you to be the first author and do most of the work on this manuscript and me to act as a second author by providing extensive feedback, helping structure the paper and assist you with developing the simulations, examples, and tutorial as needed. Students are welcome to solicit the help of colleagues or other researchers for secondary roles and authorship as needed.

**Participation. (30%)** Starting in the second lecture, students will be required to prepare a brief one-page thought paper that includes a paragraph or two illustrating how the method discussed that week could be applied in the student’s research area and one discussion question for the group. This question could focus on something that is unclear from the articles or a discussion of applications.
Submit your thought paper each week. Although there will be 11 lectures with this format, you are required to submit 10 thought papers.

IV. STATEMENT OF ACADEMIC OFFENCES

Scholastic offences are taken seriously, and students are directed to read the appropriate policy, specifically, the definition of what constitutes a Scholastic Offence, at the following Web site:
http://www.uwo.ca/univsec/pdf/academic_policies/appeals/scholastic_discipline_grad.pdf

All required papers may be subject to submission for textual similarity review to the commercial plagiarism-detection software under license to the University for the detection of plagiarism. All papers submitted for such checking will be included as source documents in the reference database for the purpose of detecting plagiarism of papers subsequently submitted to the system. Use of the service is subject to the licensing agreement, currently between The University of Western Ontario and Turnitin.com (http://www.turnitin.com).

V. LECTURE SCHEDULE, TOPICS, AND READINGS

Jan 7. OVERVIEW

Overview of Discussion of projects and course structure

Jan 14. LATENT VARIABLES

The latent variable in its different forms.


Jan 21. MEASUREMENT MODELS

The reflective vs. formative (causal) indicator ‘dichotomy’ and its implications.


**Jan 28. FACTOR ANALYSIS OF ITEMS – ORDINAL APPROACH**

Treating item response scales as dichotomous or ordinal rather than as continuous and interval requires a different kind of factor analysis that is very similar to IRT models


**Feb 4. IRT I**

An overview of IRT focusing on its features and various models


Feb 11. IRT II

Recent examples of IRT studies with a focus on particular issues.


Hill, C. D., et al. (2007). Practical issues in the application of item response theory. A demonstration using items from the Pediatric Quality of Life Inventory (PedsQL) 4.0 Generic Core Scales. *Medical Care, 45 (5)*, Suppl 1, S39-S47.


Feb 25. IRT III Applications

We will focus of two main applications: (1) evaluation of invariance across groups and item bias and (2) computer adaptive testing.


Mar 3. MIXTURE MODELING I. LATENT PROFILE AND LATENT CLASS ANALYSIS

Continuing from the SEM 9555 course, a more in-depth look at the issues in latent class and latent profile analysis with some examples.


Mar 10. MIXTURE MODELING II. LATENT GROWTH MIXTURE MODELING and FACTOR MIXTURE MODELING

Here we merge latent growth modeling with latent class/profile analysis to investigate prototypical trajectories across time. This is an idea follow-up procedure to use once you have found substantial variability in the mean trajectory of a sample. We will also look at factor mixture models.


Mar 17. NETWORK ANALYSIS

What if we conceptualized indicator variables in a different way? Rather than influenced by a common factor, what if they influenced each other?
The bi-factor model is very interesting when we explore not only how the variance in an indicator variable is partitioned into two different factors but also the meaning of those factors.


And with generalizability theory, we continue to partition the variance in response scores into various sources (such as observers/judges or occasions) that we may even introduce in the design of a study.